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Abstract

Analyzing objects concerning their static and dynamic change is mostly performed with IMU (Inertial Mea-
surement Units) or GNSS (Global Navigation Satellite System) sensors fixed to a physically defined surface.
We can use a total station to record additional data or support other sensors by referencing them to a homoge-
neous coordinate frame. LiDAR (Light Detection and Ranging) enables simultaneous, contactless, spatially
connected, and time-referenced observations recording an object.

All sensors share the ability to detect equivalent signal properties concerning different signal-to-noise ratios.
Since object deformation is not limited to a fixed position, we must continuously model or interpret the dy-
namic movement within our processing to get a spatio-temporal understanding. Therefore, LiDAR offers
advanced options for understanding the spatio-temporal behavior of an object with a frequency analysis exe-
cuted in the or time domain.

In our work, point clouds are processed in a state-of-the-art time series analysis of discretized locations in
the frequency domain. Furthermore, fusing point cloud observations in a time domain approach offers a
unique opportunity to analyze the spatio-temporal behavior of objects. This observation-level fusion reduces
the number of required processing steps. The resulting parameter model leads to simplification of present
periodic signals, yet retaining spatial and temporal consistency and streamlining subsequent interpretation.
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1 Introduction

Light detection and ranging (LiDAR) sensors have
earned significant attention in recent years due to
their ability to provide dense 3D observations. Li-
DAR is used within monitoring applications such
as bridges, skyscrapers, and natural processes to
gain insights into their underlying behavioral pat-
terns. Patterns consist of linear trends, irregular-
ities, and dynamic changes. Periodic deforma-
tions are analyzed, especially by combining mul-
tiple sensors or descriptive targets that symbolize
an individual point. Points are observed by sensors
like global navigation satellite system (GNSS) (Ho-
hensinn et al., 2020; Schonberger et al., 2023), in-
ertial measurement unit (IMU) (Xiong et al., 2017;
Sabato et al., 2017), and Total Stations (TS) (Wag-
ner et al., 2013). Moreover, their spatial distribution

substantially impacts the monitoring results as de-
scribed by Mendler et al. (2022).

Cameras (Chen et al., 2017; Del Sal et al., 2021;
Luo et al., 2024) and laser vibrometry (Martarelli
et al., 2001; Staszewski et al., 2007; Di Maio et al.,
2021; Yu et al., 2024) are approaches used to inves-
tigate and monitor the spatial behavior of structures.
Compared with GNSS, IMU, and TS setup, cam-
eras, and laser vibrometry remotely observe struc-
tures, making them easy to operate and requiring
less human interaction with structures when they are
at risk. In general, cameras are relatively cheap pas-
sive sensors, whereas laser vibrometry represents an
active sensor that is more costly to operate. The
sensor’s nature and operating principle also affect
the potential observation range since an adequate il-
lumination is needed for cameras and sensors us-
ing a laser source, which depends on the supplied
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laser energy. However, they observe defined points
in image coordinates or polar coordinates multiple
times to create a spectrum at various locations and
move to the next position. Thus, observations are
connected spatially but are only processed consecu-
tively.

On the other hand, light detection and ranging (Li-
DAR) sensors also provide contactless observations,
whereas points are recorded subsequently in space.
Moreover, an object time series is constantly built
for all locations on a structure simultaneously, and
all observations are commonly referenced in time.
Generally, MEMS (Micro-Electro-Mechanical Sys-
tems) sensors, particularly 3D MEMS-LiDAR sen-
sors employ a low-cost option to observe structures
continuously in space and time.

When detecting deformations in a monitoring set-
ting based on LiDAR, we generally compare in-
dividual points, local neighborhoods, or geomet-
ric primitives to analyze irreversible or recurring
changes between multiple epochs (Raffl and Wun-
derlich, 2020; Otsch et al., 2023; Raffl and Holst,
2024). In this work, we investigate dynamic en-
vironments and focus on periodic changes by ap-
plying an adaptable mathematical model to approx-
imate the immovable mean surface, amplitude, and
phase corresponding to multiple frequencies in the
time domain.

All parameters determined within a dynamic envi-
ronment show different relationships in space and
time. Furthermore, the behavior within space and
in time can be determined for each spatial location
individually, or by combining observations directly
using spatio-temporal connections. Thus, we an-
swer three research questions within our work:

* Can we determine the spatio-temporal connec-
tions of a 3D time series within a frequency
analysis in the time domain?

* How does point-wise feature-level processing
and observation-level processing in the time
domain compare against each other?

* Do observation residuals show systematics af-
ter parameter determination?

Investigating different approaches for point cloud
time series processing within dynamic environ-
ments provides geometric understanding using so-
called mode shapes, which depict high frequent de-
formations of structures. In addition, it reveals
new application fields for operational modal anal-

ysis identifying cracks and the health of built struc-
tures during operation, such as in Yu et al. (2014),
but with a continuously observing low-cost MEMS-
LiDAR sensor. Therefore, cracks can be identified
by changing mode shapes of built structures e.g.
bridges or noise barrier walls. Furthermore, we aim
to make our methodology more applicable for non-
contact LIDAR observations and to complement ex-
isting approaches and sensors. Additionally, our
methodology solely focuses on a data-driven strat-
egy instead of introducing physics or prior knowl-
edge into the estimation process.

2 Related work

Technological innovations such as more accurate
LiDAR observations and the decreasing costs of Li-
DAR systems, they gained more attention in sev-
eral fields. The automotive industry also developed
low-cost sensors with different characteristics that
are applied in various scenarios (Holzhiiter et al.,
2023). Low-cost MEMS-LiDAR sensors are used
to increase robustness in vehicle operation within
the sector of autonomous driving (Yoo et al., 2018).
However, the quality of a MEMS-LiDAR sensor
concerning high-quality LiDAR point clouds and
photogrammetric point clouds is shown in Bakuta
et al. (2022).

Conducting a frequency analysis on a point cloud
time series was first executed by Schill and Eich-
horn (2019) as well as Meyer et al. (2023) to de-
tect frequencies induced by a bypassing train using
spatial relationships within recorded observations.
Processing observation data in space and in time
requires a methodological approach using spatio-
temporal connections which was conducted in Holst
and Neuner (2021). Subsequently, GeiBlendorfer
and Holst (2024) compared different approaches us-
ing high-quality profile LiDAR instruments in the
time domain determining frequencies and their spa-
tial distribution of an artificial rigid object with
forced excitation.

GeiBlendorfer and Holst (2025) then extend the work
to a more flexible object and observe its movement
after forced excitation comparing MEMS-LiDAR
sensors. The experiment shows a time-domain fre-
quency analysis application concerning 3D point
cloud time series. Furthermore, two MEMS-LiDAR
sensors are compared while focusing on their scan
pattern resulting in a varying resolution capability
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and a different ability to process periodic signals.
The described work shows the development of point
cloud time series processing with low-cost MEMS-
LiDAR sensors. 3D point clouds that are contin-
uous in time enable various applications regarding
spatial analysis and frequency determination. Fre-
quency processing of 3D point clouds requires an al-
tered workflow than state-of-the-art frequency anal-
ysis techniques (Welch, 1967; Strang, 1994). There-
fore, GeiBlendorfer and Holst (2024) presented dif-
ferent approaches to process 2D point clouds con-
cerning frequency analysis.

We conduct different approaches with 3D point
clouds. Approaches are continuous in time de-
termining so-called mode shapes that describe the
spatial relationship concerning individual frequen-
cies (Gentile and Bernardini, 2008). Therefore,
we compute mode shapes based on a feature- or
observation-level approach clearing the path of ana-
lyzing geometric variations in the future.

3  Mode shapes from
3D point clouds in time

Low-cost MEMS-LiDAR sensors are a cost-
effective alternative to high-end sensors. In our user
case investigating the methodology, high-end sen-
sors often only provide time information in a 2D
measurement setting. On the other hand, low-cost
sensors provide raw data without limiting software
policies. These MEMS-LiDARSs are limited in their
field of view but they record continuous point clouds
with a time stamp given to each point individually.

3.1 MEMS-LiDAR

We use the Livox Avia, a 3D MEMS-LiDAR sensor
operating a deflective mirror that enables the selec-
tion of two distinctive scan patterns. Scan patterns
are distinguished by a non-repetitive scan pattern
observing its environment at varying locations with
a field of view (FOV) of 70.4° x 77.2°. In contrast,
the repetitive scan pattern repeats its observation lo-
cation employing a FOV of 70.4° x 4.5° neglecting
potential locations on the desired object. Both scan
patterns make use of separate lines steered accord-
ingly with predefined directions.

Because of the FOV, we use Livox Avia’s non-
repetitive scan pattern in Fig. 1 as an information
base to avoid limitations resulting from a repetitive
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Figure 1. The non-repetitive scan pattern of the
Livox Avia. The scan pattern rotates anti-clockwise
by time to cover the full field of view, 70.4° (hor-
izontally) and 77.2° (vertically). With this unique
scan-pattern, it densifies the point cloud by time.

scan pattern. The non-repetitive characteristic en-
ables unstructured point observations referenced in
time and relatively in space. In addition, the non-
repetitive nature causes the fact that we cannot as-
sume point-wise correspondence in time. However,
disregarding the scan pattern with its different char-
acteristics, the Livox Avia records up to 240.000
points per second at a maximum distance of 450
meters, making it practicable for many applications.
Additionally, the manufacturer gives a range preci-
sion of 2 centimeters considering its polar observa-
tion principle.

Using MEMS-LiDAR sensors enables simultane-
ous and continuous observations of physical objects
within a limited FOV making multiple sensors for
these spatial areas obsolete. However, the low-cost
sensor heritage produces a low signal-to-noise ratio
(SNR). Moreover, the Livox Avia shows some out-
shining of the receiving unit when objects are close
and are located in the center of the FOV corrupting
observations as shown in our setup in Fig. 2.

3.2 Experimental setup
and pre-processing

3D MEMS-LiDAR sensors give geometric and
timely observations as a point cloud time series for
frequency analysis. Within the frequency analysis
context, we determine the periodic signals and aim
to describe their spatial distribution concerning the
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Figure 2. Experimental setup visualizing the
acrylic glass sheet and the location of the MEMS-
LiDAR sensor recording the object and the move-
ment three-dimensionally.

experimental object, called mode shapes. The ex-
perimental object is chosen as a non-rigid acrylic
glass sheet allowing the impact of external forces.
In our work, we use the forced excitation of the
acrylic glass sheet fixed with a dynamic magnitude
of £30 millimeters and a curved mean. The ex-
citation is actively created by a motor moving the
acrylic glass sheet with a linear actuator at a pre-
determined constant amplitude. In contrast, a con-
stant electric supply sets the main frequency of 0.32
Hertz. Furthermore, the excitation is spatially lim-
ited and only given at zero height within Fig. 3.
We observe the inducted movement at 4 meters dis-
tance, visualized in Fig. 2 allowing an observation-
rich coverage of the object.

After recording a point cloud time series with con-
stant amplitude and frequency, we introduce spa-
tial limitations by manually cutting the point cloud
to our experimental setup. Moreover, we need to
align the periodic movement with a coordinate axis
for the shape estimation using principal components
(Pearson, 1901) shown in Fig. 3. The alignment re-
garding the object of investigation results in a co-
ordinate system that minimizes movements within
two coordinate axes focusing the forced movement
to the third axis.

Figure 3. Experimental setup observed by the
MEMS-LiDAR sensor along the principal compo-
nents calculated in the pre-processing. Moreover,
the density of observations implicitly visualizes the
center of the field of view.

3.3 Determination of mode shapes

This section compares two approaches calculating
mode shapes using a feature- and observation-level
approach. To compute the mode shape of frequen-
cies for a spatially limited time series, we apply a
binning algorithm to a 3D point cloud. Binning
point clouds is a rasterization executed with pre-
defined boundaries in the metric space. Boundaries
can be set in the euclidean or polar space. In this
work, we chose the euclidean space after aligning
the object along its main extension and focusing the
movement on the vertical axis avoiding artifacts in-
troduced by the sensor setup location.

When binning a 3D point cloud, we separate ob-
servations spatially and assume independent time
series. Computing the amplitude within each spa-
tially limited time series as a feature, we must calcu-
late the spatial relationship in a secondary process-
ing step using interpolation. On the other hand, we
can directly compute the spatial mode shape using
all observations made available by MEMS-LiDAR
point clouds. The direct estimation of the mode
shape in a time domain least-squares model requires
implicit geometric modeling with polynomial sur-
faces or Non-uniform-rational B-Splines (NURBS)
(Piegl and Tiller, 2012).
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Figure 4. Working steps required to process point
clouds in space and time. On the left, we dis-

play working steps in a feature-level processing,
whereas on the right we skip individual steps since
they are obsolete in an observation-level approach.

To compare these two time-domain estimation ap-
proaches in Fig. 4, we describe a feature-level ap-
proach requiring multiple steps within section 3.3.1,
and compare it to observation-level processing in
section 3.3.2. We use equivalent frequency starting
values in both sections since they are the bottleneck
within time domain frequency analysis. Therefore,
we fix a pre-defined frequency value f to 0.249 Hz
determined with state-of-the-art methods in the field
of frequency analysis.

3.3.1 Feature-level processing

Sensors used in vibration monitoring must be placed
on the object’s surface (Mendler et al., 2022) or re-
motely observe a point multiple times (Siringoringo
and Fujino, 2009). To imitate this behavior,
Geillendorfer and Holst (2024) execute a binning
of profile LIDAR observations with a constant step
width. With 3D MEMS-LiDAR data, we define a
raster with a grid size of 50 millimeters along the
first and second principal components.

We chose this specific size because of two reasons.
First, we ensure that every cell contains points and
therefore information. With an observation length
of two minutes and an average point density of
8.000 per cell, we end up with an approximate sam-
pling rate of 15 Hz. Due to the non-repetitive scan

pattern, some areas stay weakly staffed resulting in
a low observation rate whereas in the center of the
FOV we can reach up to 170 Hz sampling rate en-
abling the observation of high frequencies. Sec-
ondly, it approximates the size of a mounting that
secures other sensors to structures. Thus, keeping
the area of impact alike and therefore allows draw-
ing conclusions or comparisons more easily.

Rasterized observations are now used to compute a
set of Fourier parameters per grid cell according to

F(ui,vj,tx) =
Mugv;+
Quyi; - COS(2Tfti)+
by, v, - Sin(27 f1y).

)

With this distinct description of a single frequency,
we characterize the underlying mean p; ; with one
value to enforce a zero-mean time series. Addition-
ally, Fourier parameters a;; and b; ; describe the
periodic movement with frequency f in its spatial
bin. Moreover, we implicitly determine the ampli-
tude and phase information with Fourier parameters
at this location. Simultaneously, residuals are com-
puted within each cell to give insights about their
distribution. In a second processing step, we apply a
cubic spline-based interpolation to map amplitudes
and residuals to a geometric surface.

Fig. 5 (a) displays a mode shape interpolated to a
surface with an unsymmetric distribution of resid-
uals. Additionally, a color value presents a signed
mean residual per grid cell illustrating a tendency
of model over- or underestimation concerning the
movement’s magnitude. However, the magnitude of
mean residuals stays mostly constant with an abso-
lute mean of 2.8 millimeters.

Generally, the processing approach generalizes in-
sufficiently in non-continuous locations due to the
dependence on the size of raster cells. Thus, the
functional model does not adapt well to geometric
changes within large cells, whereas the small size
of cells risks a low number of points or even staying
unoccupied and empty making a frequency analysis
impossible. To increase flexibility within a least-
squares estimation within equation (1), we must in-
troduce adjustable cell sizes depending on factors
like the number of observations, location in the field
of view, or object-wise correspondences.
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3.3.2 Observation-level processing

With a LiDAR sensor, we generally record relative
spatial relationships between points with distance
and angle observations. Using a MEMS-LiDAR
sensor, angle observations are generated from elec-
tronically steered mirrors. Electrical steering of mir-
rors also impacts the SNR, thus a point-wise com-
parison is limited because points are not located in
the exact same position. Therefore, we can directly
model an object’s periodic movement by introduc-
ing spatio-temporal connections

F(uivvjatk) =
N(”ian)Jr
a(ui,vj)-cos(2mf)+
b(ui,vj)-sin(2mfty)

2

as presented in Geillendorfer and Holst (2025).
Spatio-temporal connections enforce dependencies
in space and time by modeling the mean i (u;,v;) as
well as Fourier parameters a(u;,v;) and b(u;,v;) ac-
cording to geometric surfaces. Therefore, the model
automatically employs the identical frequency at all
spatial locations and enforces implicit spatial rela-
tionships. Fig. 5 (b) visualizes the mode shape of
an estimated NURBS surface.

Along with its continuous shape and magnitude,
we binned the signed mean residuals to the same
spatial boundaries of section 3.3.1 to directly com-
pare it to residuals shown in Fig. 5 (a). This bin-
ning again fails to see local changes smaller than the
bin size of 50 millimeters. Moreover, the magnitude
of residuals is mostly constant at £3.0 millimeters.
Generalizing observations with NURBS will adapt
to local geometric artifacts but highly depends on
the choice of hyperparameters, such as the structure
of knot vectors along principal components or the
degree used to create a surface.

4 Discussion

This section will further discuss differences be-
tween a feature-level and observation-level fre-
quency analysis starting with pre-processing steps.
Additionally, we will have an extensive view of sen-
sor artifacts of MEMS-LiDAR sensors that affect
the periodic signal estimation in time-domain ap-
proaches. Moreover, we look into potential geomet-
ric improvements and future research demands.

First, we compare the pre-processing steps required

especially the increased number of steps within the
feature-level processing. Therefore, we need to de-
cide on a spatial bin size to include enough points
for the subsequent estimation process and consider
local geometric variations as well as the impact of
noise. Within the observation-level estimation, all
MEMS-LiDAR recordings are simultaneously inte-
grated into the observation process. In contrast to
the bin size in feature-level processing, we decide
on a set of knot vectors along the first and second
principal components as hyperparameters.

The selection of knot vectors is as dependent on
the local, and global geometric variation as the de-
scribed feature-level approach. However, NURBS
require fewer parameters potentially ignoring areas
with low or no geometric change. Well-known algo-
rithms improve and determine NURBS knot vectors
such as Gélvez and Iglesias (2011), Gdlvez and Igle-
sias (2013), Iglesias et al. (2015) and Harmening
and Neuner (2016).

Secondly, we determine frequency starting values
for an adjustment with models stated in equation
(1), and equation (2). For time series with a limited
spatial extent, we can assume point-wise observa-
tions, and perhaps even a regular sampling rate to
use well-known approaches such as Welch (1967),
or Shensa et al. (1992). Utilizing unstructured point
cloud time series, we are limited to a time-domain
frequency search. Thus, this work ensures consis-
tency comparing feature-level and observation-level
estimation in 3.3.1 and 3.3.2 since requirements are
equivalent and identical values are used before the
adjustment.

MEMS-LiDAR sensors operate in the low-cost sec-
tor. Therefore, observations are affected by a low
SNR which impacts the frequency identification and
the mean shape as well as the mode shape descrip-
tion. The mean shape approximates the static be-
havior of an object including sensor artifacts. Thus,
we see an outshining of the sensor in Fig. 6 (a) due
to a strong reflection in the sensor’s center and its
decreasing distance quality at this specific location.
However, the mean shape also shows a general cur-
vature caused by the vertical erection of our acrylic
glass sheet reacting to gravity and its fixation.

A feature-level approach will be affected most since
it has a non-existent spatial relationship between
bins during the estimation process. On the other
hand, an observation-level approach is more prone
to the sensor’s outshining effect depending on the
choice of knot vectors. Moreover, increasing the
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(a) Mode shape corresponding to the amplitude of the
dominant frequency combined with the signed mean
residuals as a color in the feature-level frequency anal-
ysis.

532
W [mm]

mean residual [mm]

(b) MEMS-LiDAR observations jointly processed
across an object by applying NURBS surfaces deter-
mining the mode shape of the dominant amplitude on an
observation-level along signed mean residuals.

Figure 5. Comparing feature-level and observation-level estimation of the mode shape concerning the dom-
inant frequency. Moreover, the cell size of displayed signed mean residuals for each time series corresponds
to a spatial boundary equivalent to 50 millimeters in section 3.3.1.

number of segments within the knot vector makes
the geometric mean shape more susceptible to these
sensor artifacts. However, mean shapes differ only
on a sub-millimeter magnitude when disregarding
sensor artifacts.

Besides the mean shape, the mode shape is further
highlighted in Fig. 6 (b) describing the amplitude
shape of the most dominant frequency. Differences
between mode shapes reach a magnitude of 10 mil-
limeters in the middle of the acrylic glass sheet com-
paring the feature-level and observation-level ap-
proach. Moreover, a deviation between approaches
diminishes when the magnitude of the forced move-
ment decreases towards the upper and lower object
boundary. However, the mode shape is less affected
by sensor artifacts resulting in a smooth geometric
distribution for both approaches.

Looking at residuals displayed in Fig. 5 (a) and
(b), we suspect a contradicting behavior for dis-
cussed approaches. The feature-level approach
from section 3.3.1 consistently overestimates the
mode shape resulting in a negative sign with most
residuals within Fig. 5 (a). On the other hand,
the observation-level approach within section 3.3.2
seems to underestimate amplitudes specifically in
the object’s center location where the sensor’s out-
shining takes place.

An underestimation keeps the majority of residuals
positive in Fig. 5 (b) pointing out that observations
show greater movement than an estimated geomet-
ric surface. Nevertheless, approaches provide the
same magnitude of residuals with a difference in the
submillimeter range.

5 Conclusion

In our work, we discussed both a feature-level
approach and an observation-level approach for
spatio-temporal mode description in a time-domain
frequency analysis setting. Both approaches are
based on data recorded by the Livox Avia sen-
sor that provides point observations in 3D space
and time. Approaches differ by including spatio-
temporal connections in the estimation process in
an observation-level solution or applying a two-step
process on a feature-level.

Residuals do not distribute equivalently for pre-
sented approaches. Thus, we see the feature-level
processing overestimating the mode shape, whereas
the observation-level approach underestimates the
magnitude. On the other hand, the mean shape
is most affected by sensor artifacts in both cases,
whereas the observation-level approach minimizes
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(a) Mean shape comparing the feature-level as point-wise
features and the observation-level estimation as a continu-

ous surface. Both are affected by static sensor artifacts.

W [mm]

(b) Mode shape of the dominant mode with a 0.249 Hz
frequency. Comparing the feature-level approach as indi-
vidual point sources with the observation-level estimation.

Figure 6. Comparison of the estimation results including the mean shape and the mode shape correspond-
ing to most the dominant frequency. The feature-level estimation is depicted as 3D points, whereas the
observation-level mode determination using NURBS is displayed as a continuous geometric surface.

its influence. Disregarding sensor artifacts, residu-
als stay on the same level considering the absolute
mean residual value.

However, both approaches require hyperparameters
to be set. The feature-level approach needs a selec-
tion of bin sizes, whereas a small bin size risks noisy
or no estimation results at some locations. Process-
ing on an observation-level only considering object
limitations, introduces a model selection problem.
In this work, we decide to use NURBS modeling
Fourier parameters. Therefore, knot vectors with
knot locations and the corresponding degree need
to be selected.

Furthermore, a careful determination of frequency
starting values is indispensable. Taking into ac-
count the unstructured and non-uniform distribution
of time stamps, we have to fall back on time-domain
methods computing a reliable spectrum. However,
the frequency starting value only poses an approx-
imate value before optimizing the least squares of
models (1) and (2).

After analyzing our experimental results, geomet-
ric hyperparameters representing Fourier parame-
ters and frequency starting values still require exten-
sive research to enable an automatic time-domain
workflow without human intervention. This innova-
tive approach offers an automatic mode description
in the future to improve applications in structural
health monitoring.

Especially in the field of crack detection, our ap-

proach can contribute by defining spatial relation-
ships concerning individual frequencies. Further-
more, the dynamic reduction of sensor artifacts
would impact the frequency analysis of the struc-
tures in operation. In addition, we use low-cost
MEMS-LiDAR, which extends their use case de-
spite its low SNR.
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